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Abstract
Algorithms for speech bandwidth extension (BWE) may work
in either the time domain or the frequency domain. Time-
domain methods often do not sufficiently recover the high-
frequency content of speech signals; frequency-domain meth-
ods are better at recovering the spectral envelope, but have dif-
ficulty reconstructing the details of the waveform. In this pa-
per, we propose a two-stage approach for BWE, which enjoys
the advantages of both time- and frequency-domain methods.
The first stage is a frequency-domain neural network, which
predicts the high-frequency part of the wide-band spectrogram
from the narrow-band input spectrogram. The wide-band spec-
trogram is then converted into a time-domain waveform, and
passed through the second stage to refine the temporal details.
For the first stage, we compare a convolutional recurrent net-
work (CRN) with a temporal convolutional network (TCN), and
find that the latter is able to capture long-span dependencies
equally well as the former while using a lot fewer parameters.
For the second stage, we enhance the Wave-U-Net architecture
with a multi-resolution short-time Fourier transform (MSTFT)
loss function. A series of comprehensive experiments show that
the proposed system achieves superior performance in speech
enhancement (measured by both time- and frequency-domain
metrics) as well as speech recognition.
Index Terms: speech bandwidth extension, speech enhance-
ment, speech recognition

1. Introduction
Speech bandwidth extension (BWE) aims to increase the sam-
pling rate of a given low-resolution speech signal. It is used in
many applications, including speech enhancement [1], speech
synthesis [2] and speaker identification [3]. Early work fo-
cused on estimating the spectral envelope of speech signals
and modeling the mapping from narrow-band to wide-band sig-
nals, and employed models such as Gaussian mixture models
(GMMs) [1, 4, 5] and hidden Markov models (HMMs) [6, 7].
However, these models suffered from the over-smoothing prob-
lem due to their inadequate modeling abilities [8], limiting the
quality of reconstructed speech signals. Recently, deep learn-
ing based BWE methods have achieved great success compared
with conventional BWE approaches. In general, these methods
can be divided into two categories: frequency-domain and time-
domain. Frequency-domain methods typically learn a mapping
from the narrow-band spectrogram to the wide-band spectro-
gram, or the high-frequency part of the latter. The mapping is
usually implemented as a neural network, such as a deep neural
networks (DNN) [9–11], or a long short-term memory (LSTM)
network [12]. For example, Li et al. [10] proposed a DNN to
predict the wide-band log-power spectrogram (LPS) from the
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narrow-band LPS. To artificially create the missing phase infor-
mation in the high-frequency band, the phase spectrogram of the
low-frequency band was flipped into the high-frequency band,
and this symmetric phase spectrogram was used to reconstruct
the time-domain signal. This method was shown to outperform
GMM-based methods. Time-domain approaches, on the other
hand, process raw time-domain signals directly with neural net-
works [13, 14]. For instance, Kuleshov et al. [14] proposed
an end-to-end convolutional auto-encoder network, trained with
the mean squared error (MSE) objective function to reconstruct
time-domain signals. Several studies have also investigated the
possibility to combine the advantages of both the time and fre-
quency domains. A time-frequency networks (TFNet) was pro-
posed in [15], which contain two jointly optimized branches
that reconstruct the time- and frequency-domain representations
of a signal respectively. Wang et al. [16] proposed to use a time-
frequency loss to ensure the reconstructed signal is close to the
target in both domains.

Generally, frequency-domain approaches achieve better
frequency-domain metrics, e.g. log-spectral distance (LSD),
while time-domain approaches achieve better time-domain met-
rics, e.g. signal-to-noise ratio (SNR). In this paper, we pro-
pose a two-stage approach for BWE to take advantage of both
frequency- and time-domain neural mappings. Our proposed
model is a cascade of two stages. The first stage is a frequency-
domain neural network, which maps the narrow-band log-
magnitude spectrogram to the high-frequency part of the target
log-magnitude spectrogram. We investigate two architectures:
a convolutional recurrent network (CRN) and a temporal con-
volutional network (TCN). The CRN [17] comprises a convolu-
tional encoder-decoder structure which extracts high-level fea-
tures with 2-D convolutions, as well as long short-term mem-
ory (LSTM) layers which capture long-span temporal depen-
dencies. The TCN [18] consists of dilated 1-D convolutional
layers, which create a large temporal receptive field with fewer
parameters. The predicted wide-band log-magnitude spectro-
gram is combined with a mirrored phase spectrogram and con-
verted into a time-domain waveform, which is fed into the sec-
ond stage to refine the details. We use the Wave-U-Net [19] ar-
chitecture for the second stage, and train it with a multi-domain
loss function to ensure the quality of the reconstructed signal
in both the time and the frequency domains. The effectiveness
of our proposed method is verified on the Valentini-Botinhao
corpus [20], using multiple evaluation metrics for speech en-
hancement focusing on different aspects.

2. Proposed Method
2.1. Overview and Notations

In this work, we study the bandwidth extension from 8 kHz
speech signals to 16 kHz. Let y be the target 16 kHz signal in
the time domain. We can perform a short-time Fourier trans-
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Figure 1: Block diagram of the proposed two-stage BWE system.

form (STFT) to obtain its log-magnitude spectrogram Y ; this
can be divided equally into the low-band part YL and the high-
band part YH . The time-domain signal y can be downsampled
to 8 kHz, and the resultant signal z is the input to our system.

The overall block diagram of our BWE system is shown in
Fig. 1. First, we upsample the input signal z back to 16 kHz,
filling in the missing samples using the simple method of sinc
interpolation. The resultant waveform is denoted by x, and its
log-magnitude spectrogram is denoted by X . The high-band
part XH of this spectrogram will contain infinitesimal numbers,
while the low-band part XL will be nearly identical to YL.

In the first stage, the TCN takes XL as input, and predicts
a high-band log-magnitude spectrogram ŶH . We concatenate
XL with ŶH to form the predicted wide-band log-magnitude
spectrogram Ŷ . The encoder-decoder architecture of the CRN
requires its input and output spectograms to be aligned, so it
takes the entire X as input and predicts the entire wide-band
spectrogram Ŷ . We then replace its low-band part with the
known XL.

To reconstruct the time-domain waveform, we also need a
phase spectrogram. Following [10], we take the low-band half
of x’s phase spectrogram, and create the high-band half artifi-
cially by mirroring the former about the 4 kHz line and revert-
ing the sign. An inverse STFT (ISTFT) is performed on the
combined magnitude and phase spectrograms to reconstruct the
time-domain waveform ỹ1. The second stage takes ỹ1 as input,
and refine it into a new time-domain signal ỹ2.

2.2. Frequency-domain Networks

CRN structure. The CRN takes X as input and it has an
encoder-decoder structure. The encoder consists of six 2-D con-
volutional blocks, each of which includes a 2-D convolutional
layer, a batch normalization layer [21], and the PReLU acti-
vation [22]. The output of the encoder is passed through two
LSTM layers, which capture long-term temporal dependencies.
The decoder consists of six 2-D deconvolutional blocks, and
serves to convert the low-resolution features generated by the
LSTM layers into high-resolution spectrograms. Each deconvo-
lutional block consists of a 2-D transposed convolutional layer,
followed by batch normalization and the PReLU activation. We
include skip connections from each encoder layer to its corre-
sponding decoder layer, in order to avoid losing fine-resolution
details and to facilitate optimization. Finally, the output layer
uses filters of size 1×1 to generate a wide-band log-magnitude
spectrogram Ŷ in a single channel.
TCN structure. We adopt a similar architecture to [23], which
is shown in Fig. 2. The low-band spectrogram XL is first passed
through a bottleneck layer to reduce the dimensionality from F
to B. The trunk of the TCN consists of R identical stacks of L
TCN blocks. Each TCN block comprises a 1×1 convolutional
layer to increase the dimensionality from B to H , a dilated
depth-wise convolutional (D-conv) layer with kernel size P and

TCN Block 1

TCN Block 2

TCN Block L

…

× 𝑅𝑅

20

21

2𝐿𝐿−1

𝑋𝑋𝐿𝐿

�𝑌𝑌𝐻𝐻

1x1-conv

PReLU

Batch Norm

D-conv

PReLU

Batch Norm

1x1-conv

input

Output

(𝐵𝐵 × 𝑇𝑇)

(𝐻𝐻 × 𝑇𝑇)

(𝐻𝐻 × 𝑇𝑇)

(𝐵𝐵 × 𝑇𝑇)

(a) TCN (b) TCN Block

Bottleneck layer

Output Layer

Figure 2: The TCN architecture for speech bandwidth extension.

varying dilation factors, and another 1×1 convolutional layer to
reduce the dimensionality from H back to B. The dilation fac-
tor of the D-conv layer in the `-th TCN block is ∆` = 2`−1;
these exponentially increasing dilation factors have been shown
to form such a large receptive field that a TCN can outperform
an RNN in temporal sequence modeling [23, 24]. A PReLU
activation layer [22] and a batch normalization layer [21] are
inserted both before and after each D-conv layer to accelerate
training and improve performance. The output of each TCN
stack is recombined with the input using a skip connection to
avoid losing low-level details. Finally, the output layer uses a
1×1 convolutional layer to convert the dimensionality from B
to F ′, the dimensionality of the high-band spectrogram.

2.3. Time-domain Network

We should note that the first stage is only trained to predict
a log-magnitude spectrogram. Studies have shown that phase
information is also important for achieving a good perceptual
quality [25], and it is not ideal to reconstruct the time-domain
waveform simply using a mirrored phase spectrogram. To re-
fine the reconstructed waveform, we use a variant of Wave-U-
Net [19] as the second stage of our proposed system. Wave-
U-Net consists of downsampling (DS) blocks and upsampling
(US) blocks. Skip connections are used between DS and US
blocks to generate multi-scale features. Each DS block consists
of a 1-D convolutional layer, followed by batch normalization
and LeakyReLU activation [26]. To upsample the feature maps
in the US blocks, instead of using transposed convolutions with
strides, we perform linear interpolation to ensure temporal con-
tinuity. This is followed by a 1-D convolutional layer, batch
normalization and LeakyReLU activation.

2.4. Network Training

The two stages of the network are trained separately. We
first train the first stage using the mean squared error (MSE)
loss function. The CRN predicts the entire wide-band log-
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magnitude spectrogram Ŷ , while the TCN only predicts its
high-band part ŶH . Therefore the MSE loss function is also
slightly different for the two choices:

LCRN = ||Ŷ − Y ||2, (1)

LTCN = ||ŶH − YH ||2. (2)

With the first stage trained and its parameters fixed, we then
train the second stage using a combination of an L1 loss in the
time domain and a multi-resolution short-time Fourier trans-
form (MSTFT) loss [27] in the frequency domain:

L = λ||y − ỹ2||1 + LMSTFT(y, ỹ2), (3)

where y and ỹ2 are the target wide-band waveform and the pre-
diction of the Wave-U-Net, respectively. To calculate the sec-
ond term, we apply multiple STFTs with different parameters
to y and ỹ2, and sum up the L1 losses between each pair of
log-magnitude spectrograms. λ is a hyperparameter that con-
trols the balance between the two loss terms. As we shall see in
the experiments, the inclusion of the MSTFT loss played a key
role in improving the performance of the Wave-U-Net.

3. Experiments and Results
3.1. Dataset

Speech bandwidth extension. We evaluate BWE with the
Valentini-Botinhao corpus [20], and follow the official split: 28
speakers for training, and two speakers for testing. The original
utterances are sampled at 48 kHz; we downsample them to 16
kHz as the target wide-band signals y, and then generate input
log-magnitude spectrograms X for the frequency-domain neu-
ral networks as described in Sec. 2.1. For the short-term Fourier
transform, we use Hanning windows of 32 ms, an FFT length
of 32 ms, and a hop size of 16 ms.
Automatic speech recognition. To verify the automatic speech
recognition (ASR) performance of the proposed method, we
trained ASR systems using data from the LibriSpeech cor-
pus [28], and tested on the Valentini-Botinhao dataset. Lib-
riSpeech is an open-source corpus containing 960 hours of
speech derived from audiobooks in the LibriVox project.

3.2. Setup of Speech Bandwidth Extension

The baseline systems used for performance comparison are a
DNN system [10] which operates in the frequency domain,
a Temporal Feature-Wise Linear Modulation (TFiLM) sys-
tem [29] and a Wave-U-Net system [19] which operate in the
time domain.

DNN: We re-implemented the DNN-based method pro-
posed in [10]. The DNN takes the log-spectrum of the narrow-
band signal as input, and the output is the high-frequency log-
spectrogram of the wide-band signal. The model has 3 hidden
layers, each having 2,048 nodes.

TFiLM: The model has an encoder-decoder architecture
including downsampling and upsampling convolutional blocks.
In each block, there is a core TFiLM layer, which captures con-
textual information in sequential inputs by combining elements
of convolutional and recurrent approaches.

Wave-U-Net: We use the default parameters in [19]. The
default Wave-U-Net includes 12 DS and 12 US blocks.

Below are the details of our proposed model:
Wave-U-Net (SS): We implemented a light version of

Wave-U-Net as the second stage (SS) of our proposed model.

It contains 6 DS and 6 US blocks, and has only about 15% of
the number of parameters of the original Wave-U-Net. We com-
puted the MSTFT loss with three configurations of STFT: win-
dow length (240, 600, 1200) samples, FFT length (512, 1024,
2048) samples, hop size (50, 120, 240) samples. The hyperpa-
rameter λ in Eq. 3 was set to 10 empirically.

CRN: The CRN consists of 6 Conv2d blocks. The number
of output channels is [16, 32, 64, 128, 128, 128] for each layer,
and their filter sizes are all 3×3. This is followed by two LSTM
layers, each having 640 nodes. The LSTM layers are followed
by 6 Deconv2d blocks with [128, 128, 64, 32, 16, 16] output
channels and filter size 3×3, and an output layer with a single
output channel and filter size 1×1.

TCN: The TCN takes F = 129 low-frequency bins as input
and predicts F ′ = 128 high-frequency bins. The bottleneck
and hidden feature sizes are set to B = 128 and H = 256. The
trunk consists of R = 3 stacks of L = 6 TCN blocks. The
D-conv layers have a kernel size of P = 3.

All the proposed models were trained using the Adam opti-
mizer [30] with an initial learning rate of 0.0002. The training
speech was cut into segments of 16,384 samples, and each mini-
batch contained 32 such segments. The CRN and TCN were
trained for 200 epochs; Wave-U-Net (SS) was trained for 500
epochs. The baseline models are implemented by following the
setup in their original papers.

3.3. Setup of ASR

The automatic speech recognition (ASR) experiments use a
time-delay neural network–hidden Markov model (TDNN-
HMM) hybrid chain model [31]. This acoustic model is trained
using the Kaldi toolkit [32] with the standard recipe1. We
trained two versions of acoustic models with different data. One
was trained using all the 960 hours of original 16 kHz speech
in the LibriSpeech corpus, and we refer to it as TDNN-Default.
The other was trained in a multi-style fashion, using 860 hours
of original LibriSpeech data plus 100 hours of speech down-
sampled and recovered by our proposed system. We refer to
this model as TDNN-MTR. We measured the word error rate
(WER) on the test set (824 sentences) of the Valentini-Botinhao
corpus [20], also downsampled and processed by our proposed
system.

3.4. Evaluation Metrics

For speech bandwidth extension, we use the following metrics
which are often used to evaluate speech enhancement: signal-
to-noise ratio (SNR), log-spectral distance (LSD), and the wide-
band perceptual evaluation of speech quality (PESQ) score [33].
LSD and SNR measure the similarity of two signals in the fre-
quency and time domains, respectively. Given the target and
predicted waveforms y and ỹ, and their log-magnitude spectro-
grams Y and Ỹ , the LSD and SNR are calculated as follows:

LSD =
1

T

t=T∑
t=1

√√√√ 1

F

F∑
f=1

[Ỹ (t, f)− Y (t, f)]2, (4)

SNR = 10 log10

||y||22
||ỹ − y||22

. (5)

The PESQ score estimates the perceived quality of a speech sig-
nal by comparing it against the reference speech, and ranges
from -0.5 to 4.5. In addition, we use the word error rate (WER)
to evaluate the ASR performance.

1https://github.com/kaldi-asr/kaldi/tree/master/egs/librispeech/s5
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Table 1: The LSD, SNR, wide-band PESQ scores, and WER of various networks. WERs are measured with the TDNN-Default acoustic
model. The best value in each column is highlighted in bold. * indicates re-implementation.

Model #Params Domain LSD↓ SNR(dB)↑ WB-PESQ↑ WER(%)↓
*DNN [10] 15.23M frequency 1.49 22.68 3.83 14.25
*TFiLM [29] 68.22M time 2.35 24.54 4.00 18.66
Wave-U-Net 10.1M time 2.10 24.73 3.82 18.27
Wave-U-Net (SS) 1.49M time 1.31 23.74 3.91 13.38
CRN 7.74M frequency 1.34 23.01 4.10 12.93
CRN+SS (Two-stage) 7.74M + 1.49M frequency + time 1.24 24.02 4.07 12.61
TCN 1.25M frequency 1.34 22.89 4.11 12.82
TCN+SS (Two-stage) 1.25M + 1.49M frequency + time 1.26 23.71 4.08 12.67

3.5. Results

Table 1 summarizes the LSD, SNR and wide-band PESQ scores
of the various systems. From Table 1, we can see that the time-
domain networks TFiLM and Wave-U-Net achieve better SNR
scores than the frequency-domain DNN-based approach, while
underperforming on LSD metrics. This is because SNR mainly
reflects the similarity between the original and reconstructed
waveforms in the time domain, while LSD reflects the similarity
between the original and reconstructed spectrograms.

Next, we isolate the second stage (SS) of our proposed sys-
tem – a light version of Wave-U-Net trained with both time- and
frequency-domain losses. Even with only 15% of the parame-
ters of the original version, the light version improves LSD and
PESQ significantly. This corroborates the finding in [16] that
the time- and frequency-domain loss terms are complementary.

If we evaluate the first stage of our proposed system (CRN
or TCN) alone, we see they achieve much better LSD, PESQ
and WER compared with the baselines with fewer parameters.
This is typical of frequency-domain methods. There is no sig-
nificant difference between the performance of the CRN and
the TCN, even though the latter has only 16% of the number
parameters of the former. This illustrates the power of the large
receptive field brought by the exponentially increasing dilation
factors. The CRN or TCN alone, however, fails to match the
SNR of the time-domain baselines. This can be made up by
the addition of the second stage: not only does it increase the
SNR by about 1 dB, but it also further reduces the LSD. This
demonstrates that a time-domain second stage can improve the
reconstructed signal by refining its temporal details.

Table 1 also lists the WER of the TDNN-Default acoustic
model measured on speech signals reconstructed by the vari-
ous systems. The oracle WER, obtained by evaluating TDNN-
Default on the original test signals , is 11.19%. We find the
WER to be highly correlated with the LSD, but less correlated
with PESQ and SNR. In other words, a more faithful recon-
struction of the log-magnitude spectrogram leads to better ASR
performance, but better perceived quality of the waveforms may
not. The best WER (12.61%) is achieved by the two-stage sys-
tem CRN+SS. In addition, we also investigate the TDNN-MTR
acoustic model, which is trained in a multi-style fashion using
some reconstructed data. Multi-style training is known to re-
duce the mismatch between training and inference. From the
results in Table 2, we can see that multi-style training is still
helpful for speech recognition even with BWE in place.

We would like to emphasize that, while achieving good per-
formance in all metrics, our proposed model is very light-weight
compared to the baseline systems. For example, the TCN+SS
system has only about 18%, 4% and 27% of the number of pa-
rameters of DNN, TFiLM and Wave-U-Net, respectively.

Finally, in Fig. 3, we visualize the log-magnitude spec-
trograms of the signals reconstructed by the various systems.

Table 2: Word error rates achieved by combining multi-style
training with bandwidth extension.

Acoustic Model CRN+SS TCN+SS
TDNN-Default 12.61 12.67

TDNN-MTR 11.14 11.29

(a) Target (b) DNN (c) Wave-U-Net (d) Wave-U-Net(SS)

(e) CRN (f) CRN+SS (g) TCN (h) TCN+SS

Figure 3: Log-magnitude spectrograms of predicted wide-band
signal by various approaches.

Comparing the parts highlighted with yellow boxes in (d, f, h)
with (c), we can see that the introduction of the MSTFT loss
ensures a sufficient recovery of the high-frequency content of
the signal. Comparing the parts hightlighted with green boxes
in (f, h) with (e, g), we can see that the second stage eliminates
some artifacts caused by using an artificial phase spectrogram.

4. Conclusion
In this paper, we have presented a two-stage approach for
speech bandwidth extension (BWE) which combines the ad-
vantages of both frequency- and time-domain methods. The
first stage of the proposed system is a frequency-domain CRN
or TCN which recovers the high-frequency log-magnitude spec-
trogram; the second stage is a time-domain Wave-U-Net which
refines the temporal details of the reconstructed signal. We have
found that the TCN performs equally well as the CRN without
recurrent layers thanks to the large receptive field created by
exponentially increasing dilation factors. We have also found it
essential to use loss functions in both the time and the frequency
domains during training. Our proposed system achieves better
LSD, PESQ and WER metrics and a competitive SNR com-
pared with baseline systems, while having significantly fewer
parameters. We have also investigated multi-style training, and
found it still helpful for speech recognition even with BWE in
place.
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